Determination of seismic wavefields in arbitrarily continuously layered media using the modified Cagniard method
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SUMMARY
In this paper we investigate a combination of the WKBJ iterative solution and the modified Cagniard method (also called the Cagniard–De Hoop method) that, in principle, yields a theoretically exact space–time domain solution for the 3-D seismic wave propagation problem in continuously layered media. Owing to the application of the Laplace transformation with a real and positive transformation parameter with respect to the time coordinate, the convergence of the iterative scheme for an arbitrary configuration, both before and after the transformation back to the space–time domain, is guaranteed. In contrast to the standard frequency-domain analysis, difficulties due to turning points can be avoided. This is due to the fact that along the original integration paths of the inverse transformations the propagation coefficient never becomes zero, while during deformation of the integration contour a point that yields a zero propagation coefficient can be dealt with by properly going around it. The inverse transformation procedure is demonstrated for the direct wave and the wave due to single partial reflections in a medium. Numerical results for these components are presented.
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1 INTRODUCTION
In this paper we theoretically investigate the influence of vertical inhomogeneity of a medium on the propagation of seismic waves. To solve a wave propagation problem, we could apply a brute-force approach and solve directly the basic system of differential equations that describes the problem, e.g., by finite-elements or finite-difference methods. For a general configuration this is often the only way to obtain a solution. In this paper we investigate the more specific case of horizontally layered configurations. Having this specific structure, special methods are available, which are numerically more efficient than the brute-force approach, while they also offer a better physical insight. The method described belongs to the class of integral transform methods. These are characterized by three basic ingredients: transformation with respect to the time coordinate plus the horizontal spatial coordinates, solution of the transform-domain differential equations, and inverse transformation back to the space–time domain. For each of these basic operations various techniques exist. In general, these techniques cannot be chosen independently of each other, and a specific combination determines the capabilities of the resulting method, no method being ideal in every respect.

For a long time integral transform methods have been applied to configurations with piecewise homogeneous layers (Spencer 1960; Helmberger 1968; Müller 1970). As a step towards a continuously layered configuration, models with fine homogeneous layers have been introduced (Wiggins & Helmberger 1974). Finally, integral transform methods are applied to investigate wave propagation in purely continuously layered configurations. It is possible to start with a finely layered model and subsequently perform a limiting procedure to arrive at the continuous situation (Bremmer 1939, 1951; Chapman 1974a), or use an approach in which the continuous behaviour of the medium parameters is understood directly (Chapman 1974a, 1976; Kennett & Illingworth 1981; Kennett 1983).

As far as the time coordinate is concerned, the Fourier or Laplace transformation is commonly used. In the literature one most often encounters the frequency-domain approach, which implies the application of the Fourier transformation with a real transformation parameter \( \omega \), the angular frequency. The Laplace transformation with real and positive transformation...
parameter is less frequently employed, but takes causality explicitly into account. In the vast majority of cases some version of the Fourier transformation is used for the spatial transformation with respect to the horizontal coordinates (Morse & Feshbach 1953; Chapman 1978; Aki & Richards 1980; Ben Menahem & Singh 1981; Kennett 1983).

To solve the transform-domain differential equation there are, irrespective of the detailed versions of the transformations, four important methods: the WKBJ and Langer asymptotic expansions, and the WKBJ and Langer iterative solutions (Chapman 1981; Kennett 1983; Chapman & Orcutt 1985). The terms of the asymptotic expansions are simple, but reflected waves are poorly recognized in them. The iterative methods give a comprehensible expansion in terms of reflected wave components, but the iteration steps can become quite elaborate. The advantage of both WKBJ methods is that they represent the wave propagation in terms of exponential functions. They can be regarded as an extension of the well-known (first order) WKBJ asymptotic approximation. A common difficulty of WKBJ methods is that they break down if somehow the vertical propagation coefficient becomes zero (e.g., at a turning point in the frequency-domain approach). The Langer methods use Airy functions that handle the latter difficulty. They have been designed to possess a uniform validity (Langer 1937; Wasow 1965) and their use in seismology is widespread (Chapman 1974b; Kennett & Illingworth 1981; Garmany 1988b). There is still another technique to avoid difficulties with a zero value propagation coefficient. It uses a simple local asymptotic expansion in terms of Airy functions to determine the ‘reflection factor’ of a turning point, which can subsequently be implemented in WKBJ methods at places where these have to fail (Budden 1961; Garmany 1988a). It is observed that traditionally the notion ‘WKBJ’ has been used only in connection with the frequency domain, but in the present literature it is used in a broader sense.

The final operation is the transformation back to the space–time domain, which is performed using the corresponding inverse integral transformations. If we have used a Fourier transformation with a real angular frequency with respect to time, the original paths of integration of the inverse spatial Fourier transformation run through points where the propagation coefficient becomes zero, while with the Laplace transformation with a real and positive transformation parameter this difficulty does not show up. Irrespective of the specific versions of inverse temporal and spatial transformations, several methods have been derived to avoid a direct numerical evaluation of the inversion integrals. The spectral method, either with a real contour of integration as in the reflectivity method, or with a complex countour of integration as in the ‘full wave theory’ (Choy 1977), yields two important ways of achieving this. Two other possibilities are formed by the slowness method with either a real contour of integration, often called the Chapman method (Chapman 1978), or with a complex contour of integration, which is known as the modified Cagniard method, the Cagniard–De Hoop method or the generalized ray method (Cagniard 1939; De Hoop 1960, 1961, 1988; Pao & Gajewski 1977). An outline of these four important methods can be found in Chapman (1978) and Chapman & Orcutt (1985).

Based upon the ingredients discussed so far, a multitude of combinations can be used to solve the problem. To select out of these the most appropriate one, the following criteria are taken: the method should be generally applicable, exact, mathematically straightforward and physically instructive.

To avoid the difficulties associated with a propagation coefficient that becomes zero during the inverse spatial transformation, it seems logical to select the Laplace transformation with a real and positive transformation parameter with respect to time, rather than the Fourier transformation with a real angular frequency. On the basis of generality, the transform-domain differential equation should be solved by a preferably convergent, iterative scheme instead of any asymptotic expansion (the latter usually break down if the parameter profile has some discontinuous derivative). Regarding the transformation back to the space–time domain we are in favour of the slowness methods, which allow for an analytic evaluation of the inverse transformation with respect to time, as opposed to the spectral methods, for which all inverse transformations must in general be evaluated numerically.

As far as the iterative techniques for solving the transform-domain differential equations are concerned, we prefer the WKBJ iterative solution, in which now no breakdown occurs on the original paths of integration, over the Langer iterative solution, which in our case is unnecessarily intricate. In the process of contour deformation as a part of the inverse transformation, we do meet under some circumstances points in the complex slowness plane where the propagation coefficient becomes zero. However, from the application of Cauchy’s theorem we know how to encircle such a point (if it occurs) and how to take into account its contribution. Also, zeroes of an arbitrarily high order can be treated. For the latter the Langer iterative solution breaks down and one has to take recourse to the solutions of differential equations with higher order zeroes in their coefficients (Chapman 1981, section 6).

As a result, we are only left with two possibilities: a combination of the WKBJ iterative solution with the modified Cagniard method or a combination of the WKBJ iterative solution with the Chapman method. Unfortunately, most of the elegance of the Chapman method is lost if it is used to perform an exact inversion, while the more attractive approximate version only yields correct answers near the arrival time of the wavefronts. Although the combination of the WKBJ iterative solution and the Chapman method is often used, it does not quite satisfy our requirements.

Finally, upon combining the WKBJ iterative solution with the modified Cagniard method, we obtain a method that is completely suited to our purpose. Although this combination has been applied before (Chapman 1974a, 1976), in our opinion some questions have remained up till now. The major point concerns the extension of the method to cope with all kinds of continuously layered configurations, not only the ones with parameter profiles that strictly increase with depth. Another
question remains about the convergence of the iterative solution. This convergence has been proved for the geometrical approximation near the arrival time (Chapman 1976), but general convergence statements are rare. Finally, we mention the problem of how the various shapes of the modified Cagniard contours are related to the parameter profiles of a given configuration and what ray shapes are associated with them. All these aspects will be covered in our analysis.

2 CONFIGURATION AND BASIC EQUATIONS

The configuration to be investigated is shown in Fig. 1. It consists of a point-source that starts to act at the instant $t = 0$, and a receiver, amenable to measure the wavefield quantities. Both are situated in a medium that extends to infinity in all directions. The medium is invariant in the horizontal directions $x_1$ and $x_2$, while its properties may vary in any continuous fashion in the vertical direction $x_3$. The implicit or explicit restriction that the wavespeed profile should be a monotonic function of depth, which has been often imposed in the literature (Chapman 1974a, 1976), is not imposed here. Further, the medium is linear, locally and instantaneously reacting, isotropic and time invariant.

To concentrate on the essentials of our approach, we restrict ourselves in this paper to acoustic wave propagation. Examples in which we encounter this kind of propagation are waves in fluids (e.g., waves in seawater) and the compressional waves in the equivalent fluid model of the Earth.

Using the subscript notation and the summation convention, where lower-case Latin subscripts range from 1 to 3, the space–time domain linearized acoustic equations can be written as

$$\partial_t u_k(x, t) + \kappa(x_3) \partial_p(x, t) = q(x, t).$$  \hspace{1cm}  \hspace{1cm} (1)

$$\partial_t p(x, t) + \rho(x_3) \partial_3 u_k(x, t) = f_k(x, t).$$  \hspace{1cm}  \hspace{1cm} (2)

Here, $p$ is the acoustic pressure, $u_k$ indicates the particle velocity, $\rho(x_3)$ is the volume density of mass of the medium, while $\kappa(x_3)$ is its compressibility. Further, $\partial_t$ and $\partial_3$ denote differentiation with respect to time and the coordinate $x_3$, respectively. The action of the source is accounted for by $f_k$, its volume density of volume force, and $q$, its volume density of volume injection rate. Throughout our investigation the source is taken to be a point-source, and without loss of generality we may assume that it is located on the vertical line through the origin of the chosen reference frame, so it can be represented by

$$q(x, t), f_k(x, t) = \{Q^0_k(t), F^0(t) \} \delta(x_1, x_2, x_3 - x_3^0).$$ \hspace{1cm} (3)

Although in this paper we only treat the acoustical case, our approach can also be used for more complex kinds of wave propagation. As an example, in Appendix C we show how our approach can be applied in case of elastic media.

3 TRANSFORMATION OF THE BASIC EQUATIONS

We exploit the time invariance and the horizontal shift invariance of the configuration by applying appropriate integral transformations to the space–time domain basic equations. First we carry out a (one-sided) Laplace transformation with respect to time. As an example, the space–time domain quantity $p(x, t)$ is transformed to the space-temporal Laplace domain quantity $\tilde{p}(x, s)$ according to

$$\tilde{p}(x, s) = \int_0^\infty p(x, t) \exp(-st) \, dt.$$ \hspace{1cm} (4)

Following Cagniard (1939), the transformation parameter $s$ is taken real and positive. This choice is characteristic for the modified Cagniard method which we will employ to carry out the inverse transformation. The reason for using the Laplace transformation, with real $s$, instead of the more commonly used Fourier transformation with a real angular frequency $\omega$ is

Figure 1. General continuously layered configuration.
two-fold: our choice results into a more convenient location of the branch points in the complex slowness plane that will be used in the modified Cagniard method, while causality in the space–time domain is ensured if in the space-temporal Laplace domain the quantities are regular for $s > s_0$, with $s_0$ a certain, positive value [Lerch’s theorem; Widder (1946)]. Moreover, taking the Laplace transformation with a real variable $s$ makes it possible to prove the convergence of the WKBJ iterative solution, both in the transform domain and, in view of Lerch’s theorem, also in the time domain (De Hoop 1990).

Second, a 2-D spatial Fourier transformation with respect to $x_1$ and $x_2$ is carried out. The spatial Fourier–temporal Laplace domain counterpart or, shortly, the transform-domain counterpart $\hat{\tilde{\rho}}(\alpha_1, \alpha_2, x_3, s)$ of $\hat{\tilde{\rho}}(x_1, x_2, x_3, s)$ is defined by

$$\hat{\tilde{\rho}}(\alpha_1, \alpha_2, x_3, s) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{\tilde{\rho}}(x_1, x_2, x_3, s) \exp[is(\alpha_1 x_1 + \alpha_2 x_2)] \, dx_1 \, dx_2.$$  

(5)

The corresponding inverse Fourier transformation is

$$\hat{\tilde{\rho}}(x_1, x_2) = \left(\frac{s}{2\pi}\right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{\tilde{\rho}}(\alpha_1, \alpha_2, x_3, s) \exp[-is(\alpha_1 x_1 + \alpha_2 x_2)] \, d\alpha_1 \, d\alpha_2.$$  

(6)

Note that the actual Fourier transformation parameters are $s\alpha_1$ and $s\alpha_2$. Here, too, the Laplace transformation with respect to time turns out to be more convenient than the Fourier transformation, since $s$ is only positive, while $\omega$ can be both positive and negative, the latter case yielding additional difficulties in the inverse spatial Fourier transformation. For example, in Heyman & Felsen (1984) and Chapman (1978) we observe space-temporal Fourier expressions that contain $i \text{sgn}(\omega)$, which correspond to a Hilbert transformation in the space–time domain.

Using the rotational symmetry of the configuration, we could also have chosen a Fourier series expansion with respect to the azimuthal angle in combination with a Hankel transformation with respect to the radial variable (see Achenbach 1973). As the Fourier series contains often only a few terms, we only have at inversion to evaluate a few inverse Hankel transformation integrals. This seems to be more efficient than evaluating equation (6). But later it will become clear that, if we apply the Cagniard–De Hoop method, we often get more trouble with a single inverse Hankel transformation than with a double inverse Fourier transformation.

Applying the respective transformations to the basic acoustic equations (1) and (2), eliminating $\hat{\delta}_1$ and $\hat{\delta}_2$ and using matrix notation, we arrive at the transform domain differential equation

$$\begin{pmatrix} \hat{\delta}_3 \\ \hat{\delta}_5 \end{pmatrix} + s\begin{pmatrix} 0 & \gamma(x_3)Y(x_3) \\ \gamma^{-1}(x_3)Y^{-1}(x_3) & 0 \end{pmatrix}\begin{pmatrix} \hat{\delta}_3 \\ \hat{\delta}_5 \end{pmatrix} = \delta(x_3 - x_3^0)\begin{pmatrix} \hat{G}_3^h \\ \hat{G}_5^h \end{pmatrix},$$  

(7)

in which

$$\gamma(x_3) = [c^{-2}(x_3) + \alpha_1^2 + \alpha_2^2]^{1/2}$$  

(8)

is the vertical propagation coefficient or vertical slowness,

$$Y(x_3) = \frac{\gamma(x_3)}{\rho(x_3)}$$  

(9)

is the vertical acoustic wave admittance, and

$$\begin{pmatrix} \hat{G}_3^h \\ \hat{G}_5^h \end{pmatrix} = \begin{pmatrix} \hat{Q}_3(s) + \rho^{-1}(x_3)[\alpha_1\hat{F}_3^h(s) + i\alpha_2\hat{F}_5^h(s)] \\ \hat{F}_5^h(s) \end{pmatrix}$$  

(10)

is the transform-domain notional source strength vector. In equation (8)

$$c(x_3) = [\rho(x_3)x(x_3)]^{-1/2}$$  

(11)

is the acoustic wavespeed. Note that with our transformation scheme, $\gamma(x_3)$ and $Y(x_3)$ are real and positive. Using subscript notation and the summation convention once more, where upper case Latin subscripts are assigned the values 1 and 2, we can rewrite (7) as

$$\delta_3 \hat{\delta}_3 + sA_{33}(x_3)\hat{\delta}_3 = \hat{u}_3,$$

(12)

In this equation $\hat{\delta}_3$ is denoted as the acoustic state vector, $A_{33}(x_3)$ is the system matrix and $\hat{u}_3$ is the source strength vector.

4 SOLUTION OF THE RESULTING SYSTEM OF FIRST-ORDER DIFFERENTIAL EQUATIONS

There are many ways in which we can find an exact or approximate solution of the transform domain equation (12). A clear outline of these methods has been given by Chapman (1981), Chapman & Orcutt (1985) and Kennett (1983) for the case where a Fourier transformation with respect to time has been used. There are two reasons for showing our own method of finding an
exact solution: first of all, the fact that we have used the Laplace transformation with respect to time has some important consequences for the existence and uniqueness of the solution; second, our method differs from those commonly used in the literature, as we do not solve the differential equation using the reduced wave vector (from which the exponential behaviour has been removed), but use Green's functions and the superposition principle to find the solution of the wave vector differential equation.

As a first step, following the literature (Chapman 1974a, 1976; Kennett 1983), we decompose the system matrix \( \mathbf{A}_{kr}(x_3) \) into

\[
\mathbf{A}_{kr}(x_3) = \mathbf{N}_{kr}(x_3) \mathbf{A}_{kl}(x_3) \mathbf{N}_{l}^{-1}(x_3).
\]

In this equation

\[
\mathbf{A}_{kl}(x_3) = \begin{pmatrix} \gamma(x_3) & 0 \\ 0 & -\gamma(x_3) \end{pmatrix},
\]

is the eigenvalue matrix of \( \mathbf{A}_{kr}(x_3) \), whereas

\[
\mathbf{N}_{kr}(x_3) = \frac{1}{2} \sqrt{2} \begin{pmatrix} Y^{1/2}(x_3) & -Y^{1/2}(x_3) \\ Y^{-1/2}(x_3) & Y^{-1/2}(x_3) \end{pmatrix},
\]

is the composition matrix and

\[
\mathbf{N}_{l}^{-1}(x_3) = \frac{1}{2} \sqrt{2} \begin{pmatrix} Y^{-1/2}(x_3) & Y^{1/2}(x_3) \\ -Y^{-1/2}(x_3) & Y^{1/2}(x_3) \end{pmatrix},
\]

is the decomposition matrix. At this point, we define the wave vector \( \hat{\mathbf{w}}_j \) through the composition relation

\[
\hat{\mathbf{w}}_j = \mathbf{N}_{kr}(x_3) \hat{\mathbf{w}}_j.
\]

Using equations (12) and (17), the wave vector differential equation is found as

\[
\partial_3 \hat{\mathbf{w}}_j + s \mathbf{A}_{kr}(x_3) \hat{\mathbf{w}}_j = \Delta(x_3) \mathbf{R}_{kr} \hat{\mathbf{w}}_j + \mathbf{N}_{l}^{-1}(x_3) \hat{\mathbf{w}}_j.
\]

The so-called coupling matrix \( \Delta_{kr}(x_3) \) is given by

\[
\Delta_{kr}(x_3) = -\mathbf{N}_{l}^{-1}(x_3) [\partial_3 \mathbf{N}(x_3)]_{kr} = \begin{pmatrix} 0 & \chi(x_3) \\ \chi(x_3) & 0 \end{pmatrix},
\]

in which \( \chi(x_3) = \partial_3 Y(x_3)/2 Y(x_3) = \frac{1}{2} \partial_3 \ln Y(x_3) \) is the inhomogeneity function. Equations (17)–(19) are equivalent to (55)–(57) in Chapman (1974a). The source part of (18) becomes

\[
\mathbf{N}_{l}^{-1}(x_3) \hat{\mathbf{w}}_j = \frac{1}{2} \sqrt{2} \delta(x_3 - x_3^s) \begin{pmatrix} A \\ B \end{pmatrix},
\]

with

\[
A = \hat{\mathbf{w}}^{\rho} Y^{1/2}(x_3^s) + \hat{\mathbf{w}}^{\rho} Y^{-1/2}(x_3^s),
\]

\[
B = \hat{\mathbf{w}}^{\rho} Y^{1/2}(x_3^s) - \hat{\mathbf{w}}^{\rho} Y^{-1/2}(x_3^s).
\]

Next, we determine the causal Green's functions of the left-hand side of (18) that satisfy

\[
\partial_3 \hat{g}_1 + sy(x_3) \hat{g}_1 = \delta(x_3 - x_3^s),
\]

\[
\partial_3 \hat{g}_2 - sy(x_3) \hat{g}_2 = \delta(x_3 - x_3^s).
\]

They are found as

\[
\hat{g}_1(x_3, x_3^s) = H(x_3 - x_3^s) \exp \left( -s \int_{x_3}^{x_3^s} \gamma d\zeta \right),
\]

\[
\hat{g}_2(x_3, x_3^s) = -H(x_3^s - x_3) \exp \left( -s \int_{x_3}^{x_3^s} \gamma d\zeta \right).
\]

In equations (25) and (26), \( H \) denotes the Heaviside unit step function. Knowing \( \hat{g}_1 \) and \( \hat{g}_2 \), we can apply a superposition integral with respect to the vertical coordinate and obtain

\[
\hat{w}_1(x_3) = \int_{-\infty}^{x_3} \chi(x_3^s) \hat{g}_1(x_3, x_3^s) d\zeta + \frac{1}{2} \sqrt{2} A \hat{g}_1(x_3, x_3^s),
\]

\[
\hat{w}_2(x_3) = \int_{-\infty}^{x_3} \chi(x_3^s) \hat{g}_2(x_3, x_3^s) d\zeta + \frac{1}{2} \sqrt{2} B \hat{g}_2(x_3, x_3^s).
\]
We solve this system by using a straightforward vectorial extension of the theory of scalar integral equations. To this end we rewrite (27) and (28) as an operator equation
\[ \hat{\mathbf{w}}_J = \mathbf{L}_J \hat{\mathbf{w}}_J + \hat{\mathbf{b}}_J, \] (29)
in which the integral operator \( \mathbf{L}_J \) is defined by
\[ \mathbf{L}_J \hat{\mathbf{w}}_J = \begin{pmatrix} \int_{x_3}^{x_3^1} \chi(x_3') \exp \left( -s \int_{x_3}^{x_3^1} \gamma d\zeta \right) \hat{\mathbf{w}}_2 \, dx_3' \\ -\int_{x_3}^{x_3^2} \chi(x_3') \exp \left( -s \int_{x_3}^{x_3^2} \gamma d\zeta \right) \hat{\mathbf{w}}_1 \, dx_3' \end{pmatrix}, \] (30)
where the integration limits follow from the step functions in (25) and (26). The source vector \( \hat{\mathbf{b}}_J \) is
\[ \hat{\mathbf{b}}_J = \begin{pmatrix} \frac{1}{2} \sqrt{2} AH(x_3, x_3^2) \exp \left( -s \int_{x_3}^{x_3^2} \gamma d\zeta \right) \\ -\frac{1}{2} \sqrt{2} BH(x_3^2, x_3) \exp \left( -s \int_{x_3}^{x_3^2} \gamma d\zeta \right) \end{pmatrix}. \] (31)
Upon rewriting equation (29) as
\[ \hat{\mathbf{w}}_J = (1 - \mathbf{L}_J)^{-1} \hat{\mathbf{b}}_J, \] (32)
and application of the Neumann series for the operator \((1 - \mathbf{L}_J)^{-1}\), we arrive at
\[ \hat{\mathbf{w}}_J = (\mathbf{L}_J + \mathbf{L}_J^2 + \mathbf{L}_J^3 + \cdots) \hat{\mathbf{b}}_J, \] (33)
This is of the form
\[ \hat{\mathbf{w}}_J = \hat{\mathbf{w}}_J^{(0)} + \hat{\mathbf{w}}_J^{(1)} + \hat{\mathbf{w}}_J^{(2)} + \cdots, \] (34)
in which
\[ \hat{\mathbf{w}}_J^{(i)} = \begin{pmatrix} \hat{\mathbf{b}}_J \\ (\mathbf{L}_J)^i \hat{\mathbf{b}}_J = \mathbf{L}_J \hat{\mathbf{w}}_J^{(i-1)} \end{pmatrix} \quad (i = 1, 2, \ldots). \] (35)
Using (30) and (31), equation (35) leads to
\[ \hat{\mathbf{w}}_J^{(0)} = \frac{1}{2} \sqrt{2} AH(x_3, x_3^2) \exp \left( -s \int_{x_3}^{x_3^2} \gamma d\zeta \right), \] (36)
\[ \hat{\mathbf{w}}_J^{(1)} = \frac{1}{4} \sqrt{2} BH(x_3^2, x_3) \exp \left( -s \int_{x_3}^{x_3^2} \gamma d\zeta \right), \] (37)
and
\[ \hat{\mathbf{w}}_J^{(i)} = \int_{x_3}^{x_3^2} \chi(x_3') \exp \left( -s \int_{x_3}^{x_3^1} \gamma d\zeta \right) \hat{\mathbf{w}}_J^{(i-1)} \, dx_3' \quad (i = 1, 2, \ldots), \] (38)
\[ \hat{\mathbf{w}}_J^{(i)} = -\int_{x_3}^{x_3^2} \chi(x_3') \exp \left( -s \int_{x_3}^{x_3^1} \gamma d\zeta \right) \hat{\mathbf{w}}_J^{(i-1)} \, dx_3' \quad (i = 1, 2, \ldots). \] (39)
The convergence of the series has been treated extensively by De Hoop (1990). In view of the fact that the Laplace transformation parameter \( s \) is real and can be chosen arbitrarily large, the elements of the operator \( \mathbf{L}_J \) in equation (30) can be made arbitrarily small, provided that \( \gamma(x_3) \) is always non-zero and that \( \chi(x_3) \) remains bounded.

For all real values of \( \alpha_1 \) and \( \alpha_2 \), i.e., those values used in connection with the inverse spatial Fourier transformation, the first requirement will always be met, while the second requirement is met for every configuration with continuous parameter profiles. This means that the transform-domain Neumann series solution is convergent under all circumstances, for any continuously layered configuration. Moreover, Lerch's theorem (Widder 1946) states that the convergence carries over to the causal time-domain solution. At this point it should be noted that application of the Fourier transformation with respect to time would yield an equivalent series solution, the well-known WKBJ iterative solution (Chapman 1981). However, due to the fact that \( s \) is then replaced by \( i \omega \), which becomes zero during the inversion process, the convergence can be proved for a restricted class of continuously layered configurations only, and the causality is not guaranteed automatically since a Fourier equivalent of Lerch's theorem does not exist. To be compatible with the frequency-domain terminology, we will from now on use the notion WKBJ iterative solution instead of Neumann series solution, although a Laplace transformation with respect to time has been applied.
Once we know the series solution of the wave vector \( \hat{\mathbf{w}}_r \), we can apply the composition relation (17) to obtain the series solution of the acoustic state vector \( \hat{\mathbf{b}}_r \). The explicit expressions for the zeroth-order term of \( \hat{\mathbf{b}}_r \) at the position \((x_r^3)\) of the receiver are

\[
\hat{b}_r^{0} = \frac{iA}{2} \exp \left( -s \int_{x_3^R}^{x_3^S} \gamma \, d\zeta \right) \left( \frac{Y^{1/2}(x_3^R)}{Y^{1/2}(x_3^S)} \right) \quad (x_r^3 > x_3^S),
\]

\[
\hat{b}_r^{0} = \frac{iB}{2} \exp \left( -s \int_{x_3^R}^{x_3^S} \gamma \, d\zeta \right) \left( \frac{-Y^{1/2}(x_3^R)}{Y^{1/2}(x_3^S)} \right) \quad (x_r^3 < x_3^S).
\]

The first-order term of \( \hat{\mathbf{b}}_r \) at the receiver is given by

\[
\hat{b}_r^{1} = -\frac{iB}{2} \int_{-\infty}^{x_3} \chi(x_3) \exp \left[ -s \left( \int_{x_3}^{x_3^R} \gamma \, d\zeta + \int_{x_3}^{x_3^S} \gamma \, d\zeta \right) \right] \, dx_3 \left( \frac{Y^{1/2}(x_3^R)}{Y^{1/2}(x_3^S)} \right) +

-\frac{iA}{2} \int_{x_3}^{x_3^S} \chi(x_3) \exp \left[ -s \left( \int_{x_3}^{x_3^S} \gamma \, d\zeta + \int_{x_3}^{x_3^R} \gamma \, d\zeta \right) \right] \, dx_3 \left( \frac{-Y^{1/2}(x_3^R)}{Y^{1/2}(x_3^S)} \right),
\]

in which

\[
m = \min \{ x_r^3, x_3^S \},
\]

\[
M = \max \{ x_r^3, x_3^S \},
\]

indicate the various situations that can occur with regard to relative vertical positions \( x_3^R \) of the point of observation and \( x_3^S \) of the source. In the next section we shall explain the physical interpretation of the terms in the WKBJ iterative solution in general and of the zeroth- and first-order terms in particular. In Sections 6 and 7 we shall perform the transformation back to the space–time domain of the zeroth- and first-order terms, respectively.

5 PHYSICAL INTERPRETATION

The results of equations (36)–(39) indicate that \( \hat{\mathbf{w}}^{(0)}_1, \hat{\mathbf{w}}^{(1)}_1, \ldots \), represent waves that travel in the direction of increasing \( x_3 \), while \( \hat{\mathbf{w}}^{(0)}_2, \hat{\mathbf{w}}^{(1)}_2, \ldots \), represent waves that travel in the direction of decreasing \( x_3 \).

The direct or zeroth-order waves \( \hat{\mathbf{w}}^{(0)}_1 \) and \( \hat{\mathbf{w}}^{(0)}_2 \) are directly generated by the source. This is reflected by the fact that

\[
\lim_{x_3^R \to x_3^S} \hat{\mathbf{w}}^{(i)}_1 = \lim_{x_3^S \to x_3^R} \hat{\mathbf{w}}^{(i)}_2 \quad (i = 1, 2, \ldots),
\]

i.e., \( \hat{\mathbf{w}}^{(i)}_1 \) and \( \hat{\mathbf{w}}^{(i)}_2 \) (\( i = 1, 2, \ldots \)) are continuous upon crossing the source level. In Fig. 2 the propagation of \( \hat{\mathbf{w}}^{(0)}_1 \) and \( \hat{\mathbf{w}}^{(0)}_2 \) is shown; these wave vector components only exist for \( x_3^R > x_3^S \) and \( x_3^R < x_3^S \), respectively. The expressions for the corresponding zeroth-order acoustic state vectors are given in equations (40) and (41).

Next, a zeroth-order wave generates, by continuous reflection against the inhomogeneous medium, a secondary or first-order wave, travelling in the opposite direction. Equations (38) and (39) are a mathematical formulation of this process: \( \hat{\mathbf{w}}^{(0)}_1 \) generates \( \hat{\mathbf{w}}^{(1)}_2 \) and \( \hat{\mathbf{w}}^{(0)}_2 \) generates \( \hat{\mathbf{w}}^{(1)}_1 \) (incident waves generating reflected waves that travel in the opposite direction), depending upon \( \chi(x_3) \) (representing the degree of inhomogeneity of the medium), by means of an integration with respect to the vertical coordinate (continuous summation of the partial reflections).

In Fig. 3 we illustrate the generation of the first-order waves according to this process. Different situations can occur, depending upon the relative vertical positions of the source \( x_3^S \) and the points of observations \( x_3^R \). We take \( \hat{\mathbf{w}}^{(1)}_2 \) as an example.
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Figure 2. Propagation of zeroth-order wave vector components; (a) propagation in the direction of increasing \( x_3 \); (b) propagation in the direction of decreasing \( x_3 \).
Using (37) and (38), we obtain two different expressions for \( \tilde{\omega}_2^{(1)} \), depending on the integration limit \( M \); they are

\[
\tilde{\omega}_2^{(1)} = -\frac{1}{2}\sqrt{2} A \int_{x_3^R}^{x_3} \chi(x_3) \exp \left[ -s \left( \int_{x_3}^{x_3^R} \gamma d\zeta + \int_{x_3}^{x_3} \gamma d\zeta \right) \right] \, dx_3 \tag{46}
\]

\[
\tilde{\omega}_2^{(1)} = -\frac{1}{2}\sqrt{2} A \int_{x_3^R}^{x_3} \chi(x_3) \exp \left[ -s \left( \int_{x_3}^{x_3^R} \gamma d\zeta + \int_{x_3}^{x_3} \gamma d\zeta \right) \right] \, dx_3 \tag{47}
\]

If equation (46) holds, the entire interval \([x_3^R, \infty)\) yields contributions to \( \tilde{\omega}_2^{(1)}(x_3^R) \), unless \( \chi(x_3) = 0 \), since \( \tilde{\omega}_2^{(0)} \) is non-zero at all \( x_3^R > x_3^S \). However, if (47) is to be used, only the interval \([x_3^S; \infty)\) contributes to \( \tilde{\omega}_2^{(1)}(x_3^S) \), as for \( x_3^S < x_3^S \) the direct wave \( \tilde{\omega}_2^{(0)} \) is zero on \([x_3^S; x_3^S] \), yielding no contributions to \( \tilde{\omega}_2^{(1)} \). Both situations are depicted in Fig. 3(a).

The process of continuous reflection also results in higher order waves. Generally, a wave of order \((n-1)\) generates a \( n \)-th order wave travelling in the opposite direction. This is incorporated in equations (38) and (39) as well.

The above process can also be described in terms of generalized rays (Spencer 1960; Helmberger 1968; Wiggins & Helmberger 1974). Using this concept, we can state that the zeroth-order wave arriving at \( x_3^R \) is represented by a single ray from \( x_3^R \) to \( x_3^R \), in accordance with equation (36) or (37). The generation of the first-order waves by continuous reflection of a zeroth-order wave is represented by rays that originate at \( x_3^S \), reflect at \( x_3 \) and finally arrive at \( x_3^S \). Now an infinite number of such reflecting rays has to be superimposed to give the complete first-order result. This process has been described by equations (38) and (39) with \( i = 1 \). In an equivalent manner, \( k \)-th order waves are represented by a repeated, continuous summation of rays that originate at \( x_3^S \), are reflected at \( x_3, x_3, \ldots, x_3^{(k)} \), and finally arrive at \( x_3^R \).

### 6 TRANSFORMATION BACK TO THE SPACE–TIME DOMAIN: ZERO-TH-ORDER COMPONENTS

After the transform domain acoustic state vector has been found, we must apply the inverse transformations to return to the space–time domain. Compared with the forward transformations (4) and (5), the inverse transformations are not so easy to perform. Although they can be evaluated purely numerically, our specific configuration allows for more efficient methods. In our approach we apply the modified Cagniard method of inversion (De Hoop 1960, 1961, 1988; Pao & Gajewski 1977; Van der Hieden 1987). Chapman (1974a, 1976) also combines the WKBJ iterative solution and the modified Cagniard method, but our derivations differ considerably, mainly because continuous parameter profiles of a general shape are assumed.

It is observed that the application of the Laplace transformation with respect to time already ensures the convergence of the WKBJ iterative solution, both in the transform domain as well as in the space–time domain. In view of Cauchy’s theorem, the inverse transformation for each term of this series solution may contain a deformation of the path of integration, without changing the space–time domain results for each term, provided that singularities are treated correctly. The fact that with the modified Cagniard method we have to take care of points where \( \gamma(x_3) = 0 \) is purely imposed to obtain a correct contour deformation but plays no part in the validity of the WKBJ iterative solution. This means that difficulties with some other methods, such as those caused by turning rays etc., do not show up in our approach.

The goal of this section is to illustrate the inverse transformation method for the zeroth-order components. To avoid repetition of similar equations for all those components, we confine ourselves in this section to a zeroth-order pressure wave travelling upwards from a source, representing some subsurface event, to a receiver located on a more elevated level. The configuration is shown in Fig. 4. The pressure wave will be indicated by \( \rho^{(0)} \), where the superscript \((0)\) indicates the order and the minus sign refers to the direction of propagation.
6.1 Introduction of zeroth-order Green's functions

Upon applying the inverse Fourier transformation (46) to equation (41), we obtain an expression for $\hat{\phi}^{(0)}$, which can formally be written as

$$
\hat{\phi}^{(0)} = \hat{s}^2 \hat{\phi}_{1}^{(0)}(x) \hat{G}_{1}^{(0)} + \hat{s}^2 \hat{\phi}_{2}^{(0)}(x) \hat{G}_{2}^{(0)} + \hat{s}^2 \hat{\phi}_{3}^{(0)}(x) \hat{G}_{3}^{(0)} + \hat{s}^2 \hat{\phi}_{4}^{(0)}(x) \hat{G}_{4}^{(0)}.
$$

(48)

The benefit of this representation is that the Green's functions $\hat{G}^{(0)}$ are independent of the signatures of the associated sources. As the inversion procedure is the same for each zeroth-order Green's function, we assume for brevity that the source is of the volume injection type, and we only consider

$$
\hat{G}^{(0)} = \frac{-1}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Pi \exp \left[ -s \left( i\alpha_1 x_1 + i\alpha_2 x_2 + \int_{x_3}^{x_3} \gamma d\xi \right) \right] d\alpha_1 d\alpha_2,
$$

(49)

where

$$
\Pi = Y^{-1/2}(x_3) Y^{-1/2}(x_3^R).
$$

(50)

6.2 Transformation of the variables $\alpha_1$ and $\alpha_2$ into $p$ and $q$

In our case the inversion process involves a 2-D inverse Fourier transformation. With the Cagniard–De Hoop method it is then convenient to perform the transformation

$$
\alpha_1 = -ip \cos \theta + q \sin \theta,
$$

(51)

$$
\alpha_2 = -ip \sin \theta - q \cos \theta,
$$

(52)

where $\theta$ follows from the cylindrical coordinates of the receiver with respect to the source

$$
r = \sqrt{(x_1^R)^2 + (x_2^R)^2}, \quad \theta = \arctan \left( \frac{x_2^R}{x_1^R} \right), \quad z = x_3 - x_3^R.
$$

(53)

The variable $r$ is the horizontal offset of the receiver, while $p$ is the horizontal slowness. To obtain the equivalent of equation (49) we must keep $p$ imaginary and $q$ real. It follows as

$$
\hat{G}^{(0)} = \frac{i}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Pi \exp \left[ -s \left( pr + \int_{x_3^R}^{x_3^R} \gamma d\zeta \right) \right] dp dq.
$$

(54)

Quantities in which $\alpha_1$, $\alpha_2$ are replaced by $p$, $q$ are indicated by an overbar; the vertical propagation coefficient or vertical slowness is now given by

$$
\overline{\gamma}(x_3) = |c^{-2}(x_3) - p^2 + q^2|^{1/2}.
$$

(55)

Next we want to continue the integrand analytically into the complex $p$-plane. We define $\Re(\overline{\gamma}) \geq 0$ in order to keep the square root in equation (55) single valued. Also we must investigate the singularities of the integrand in (54). These are branch points due to $\overline{\gamma}(x_3^R)$ and $\overline{\gamma}(x_3^R)$ in the denominator and due to the integral of $\overline{\gamma}(\zeta)$ in the argument of the exponential function. The latter are $p^2 = (c^{-2}(x_3^R) + q^2)^{1/2}$ and $p^R = (c^{-2}(x_3^R) + q^2)^{1/2}$ and the points $p^j = (c^{-2}(x_3^R) + q^2)^{1/2}$, with $x_3^R \leq x_3 \leq x_3^R$ ($j = 1, \ldots, n$) forming the endpoints of the intervals where $\overline{\gamma}(\zeta) = (c^{-2}(\zeta) - (p^j)^2 + q^2)^{1/2}$ can be continued analytically into a complex $\zeta$-plane. All branch points will be provided with branch cuts along the positive and negative real $p$-axis, respectively, from the relevant branch point to infinity. No other singularities are present. In Fig. 5 the singularities in the $p$-plane are depicted. Since we will apply Jordan's lemma, we are only allowed to deform our path of integration into the right half of the $p$-plane.

*Figure 4.* Configuration in which the zeroth-order pressure wave propagates.
6.3 The modified Cagniard path

Next we deform the path of integration from the imaginary \( p \)-axis into the so-called modified Cagniard path, defined by

\[
\tau = \rho r + \int_{\Re(z)}^{z_0} \bar{q}(\zeta) \, d\zeta, \tag{56}
\]

where \( \rho \) is such that \( \tau \) is always real. The features of the modified Cagniard contours in continuously layered configurations have been summarized in Appendix A; they have not been discussed extensively in the literature [Chapman (1974a) forms one of the exceptions]. We note that in the continuously layered case, there are two possible types of contours, depending upon the sign of the quantity

\[
\partial_r \tau |_{\rho_0} = \rho - \rho_0 \int_{\Re(z)}^{z_0} \left| c^{-2}(\zeta) - \rho^2 + q^2 \right|^{-1/2} \, d\zeta, \tag{57}
\]

where \( \rho_0 \) is the leftmost branch point in the complex \( p \)-plane, i.e., \( \rho_0 = \rho_0(q) = (c_{\text{max}}^{-2} + q^2)^{1/2} \) with \( c_{\text{max}} = \max_{\zeta \in [x_1, x_0]} \{ c(\zeta) \} \). If \( \partial_r \tau |_{\rho_0} < 0 \), the contour crosses the real \( p \)-axis vertically in a point \( \rho_0 \) to the left of \( \rho_0 \), so there is no interference with the branch cuts. If \( \partial_r \tau |_{\rho_0} > 0 \), a case which is impossible for piecewise homogeneous configurations, the complex part of the contour meets the real axis horizontally in \( \rho_0 = \rho_0 \). In Appendix B the relation between the shape of the modified Cagniard contour and the shape of the generalized ray associated with the point \( \rho_0 \), has been investigated. An important result is that if \( \partial_r \tau |_{\rho_0} > 0 \), this quantity is the length of the horizontal trajectory of a ray, whereas \( \partial_r \tau |_{\rho_0} < 0 \) means that the ray does not have any horizontal part. We note that the ray paths are located within the vertical interval \([x_1, x_0] \)

In the first and fourth quadrants we can form closed loops consisting of the positive or negative imaginary axis, a part of the positive real axis, the upper (\( P^+ \)) or lower (\( P^- \)) branches of the contour and closing circular arcs at infinity. Applying Cauchy’s theorem and Jordan’s lemma to these loops, we find that the integration along the imaginary \( p \)-axis can be replaced by an integration along the complex part of the modified Cagniard contour. If \( \partial_r \tau |_{\rho_0} < 0 \), this can be done without any precautions, see Fig. 5(a). However, if \( \partial_r \tau |_{\rho_0} > 0 \) the modified Cagniard contour must be supplemented by a small circle with radius \( \delta > 0 \) in order to go around the leftmost branch point, see Fig. 5(b). In the limit \( \delta \to 0 \), this circle gives a vanishing contribution to the total integral. The contour is symmetrical with respect to the real \( p \)-axis and the integrand satisfies Schwarz’ reflection principle; the integrand is also symmetrical with respect to \( q \). Hence, we can rewrite (54) as

\[
\hat{G}_q^{(0)} = -\frac{1}{2\pi^2} \int_{\Re(z)}^{z_0} \int_{\Re(z)}^{z_0} \frac{1}{p+q} \left[ -\bar{q} \frac{d\zeta}{\zeta} + \int_{\Re(z)}^{z_0} \bar{q} \frac{d\zeta}{\zeta} \right] \, dp \, dq, \tag{58}
\]

which holds for both cases \( \partial_r \tau |_{\rho_0} < 0 \) and \( \partial_r \tau |_{\rho_0} > 0 \). If one deals with Green’s functions that consist of both a part that is symmetrical in \( q \) and a part that is antisymmetrical in \( q \) (e.g., \( \hat{G}_k^{(0)} \) and \( \hat{G}_k^{(0)} \)), it is easily verified that the contribution from the latter part equals zero.

6.4 Replacing the variable of integration \( p \) by \( \tau \)

If \( \partial_r \tau |_{\rho_0} < 0 \) the modified Cagniard contour intersects the real \( p \)-axis vertically at the point \( \rho_0 \). Progressing along the contour away from \( \rho_0 \), \( \tau \) monotonically increases. This means that we can straightforwardly replace the integration over the complex contour by an integration over the real parameter \( \tau \). The lowest value of \( \tau \) is found in the point \( \rho_0 \) and is denoted by \( T(q) \), which equals

\[
T(q) = \rho_0 r + \int_{\Re(z)}^{z_0} \left[ c^{-2}(\zeta) - \rho_0^2 + q^2 \right]^{1/2} \, d\zeta. \tag{59}
\]
If for some value of \( q \) we have \( \partial_r \tau \big|_{p_0} < 0 \), then \( p_0 < p_1 \), and \( p_0 \) must be found numerically. If the horizontal offset \( r \) is large enough and the gradient of the wave speed profile is not zero when reaching the maximum wave speed on the interval \([x_1^0, x_2^0] \) (see Appendix A), there exists some \( Q_{\text{end}} > 0 \) such that for \( 0 < q < Q_{\text{end}} \) we have the condition \( \partial_r \tau \big|_{p_0} > 0 \). In this interval of \( q \) we simply find \( p_0 = p_1 \), while \( T(q) \) follows from the equation

\[
T(q) = (c_{\text{max}}^2 + q^2)^{1/2} + \int_{x_1^0}^{x_2^0} \left( c^{-2}(\zeta) - c_{\text{max}}^{-2} \right)^{1/2} d\zeta.
\]

In Fig. 6, \( T(q) \) versus \( q \) has been drawn. The quantity \( T(0) \) is the arrival time of the wave and will therefore be denoted by \( \tau_{\text{arr}} \). Upon replacing the integration over \( p \) by an integration over \( \tau \), we obtain

\[
G_q^{(0)} = \frac{-1}{2\pi} \int_{T(q)}^\infty \mathcal{J}_m(\bar{\Pi} \partial_{\tau} p) \exp(-s\tau) \, d\tau \, dq.
\]

Formally, if \( q = Q_{\text{end}} \), we must interpret the outer integral as

\[
\int_0^{\cdots} dq = \lim_{\epsilon \downarrow 0} \left( \int_0^{Q_{\text{end}} - \epsilon} \cdots dq + \int_{Q_{\text{end}} + \epsilon}^{\cdots} dq \right)
\]

to correctly treat the fact that \( \partial_{\tau} p \) is not defined for \((q, \tau) = (Q_{\text{end}}, \tau_{\text{end}}) \) because here we switch between the two types of contours. However, the contribution of the interval \([Q_{\text{end}} - \epsilon; Q_{\text{end}} + \epsilon]\) vanishes in the limit \( \epsilon \downarrow 0 \), which follows from the boundedness of the inner integral of equation (54) for every value of \( q \). With this interpretation, we will still use the notation of equation (61). Moreover, with regard to equation (58) there is no need to distinguish between the cases \( q > Q_{\text{end}} \) and \( q < Q_{\text{end}} \), although they indicate different shapes of the modified Cagniard contour.

### 6.5 Reversing the order of integration and construction of the space–time domain Green’s function

Let \( q = Q(\tau) \) be the inverse of \( \tau = T(q) \), then the interchanging of the order of integrations in equation (61) leads to

\[
G_q^{(0)} = \frac{-1}{2\pi} \int_{\tau_{\text{arr}}}^{Q(\tau)} \mathcal{J}_m(\bar{\Pi} \partial_{\tau} p) \exp(-s\tau) \, d\tau \, dq.
\]

By inspection we find

\[
G_q^{(0)} = \frac{-1}{2\pi} \left. H(t - \tau_{\text{arr}}) \right|_0^{Q(t)} \mathcal{J}_m(\bar{\Pi} \partial_{\tau} p) \, dq,
\]

which is the desired space–time domain Green’s function. Note that this result is simpler than we could have obtained when a Hankel transformation with respect to the horizontal coordinates had been used. In most cases the integral in equation (64) can easily be calculated numerically if some suitable substitution, e.g., \( q = Q(\sin \theta) \), is used to eliminate the inverse square root singularity due to \( \partial_{\tau} p \) at \( q = Q(\tau) \) if \( Q(\tau) > Q_{\text{end}} \). For the configuration of Fig. 4 with specific parameter profiles as given in Fig. 7, the Green’s function \( G_q^{(0)} \) has been shown in Fig. 8 for various values of the horizontal offset \( r \). In this example the wavespeed and density of mass first increase with depth but, as opposed to the common situation, they decrease at larger depths; this represents a typical situation that can occur in the earth’s crust. Although only piecewise linear parameter profiles have been used, which are the most elementary to describe a continuously layered medium, these profiles already necessitate the use of almost all features of our method. Only the situation that can give rise to a higher order zero in \( \bar{\gamma} \), namely \( \partial_x c(x) = 0 \) at \( c(x) = c_{\text{max}} \), has not been incorporated. With our method a higher order zero, just like a first-order zero, will not influence the validity of the WKBJ iterative solution. Moreover, in that case it is easily proved (see Appendix A) that
always \( \partial_t \rho |_{\mu} < 0 \), so the points where \( \tilde{\gamma} \) can have a higher order zero are never arrived at in the complex \( p \)-plane, so they do not cause any difficulties.

6.6 Convolution with the source signature

Referring to equation (48) and the theory of the Laplace transformation, the space–time domain acoustic pressure \( p^{(0)} \) due to a source of volume injection becomes

\[
p^{(0)} = \partial_t [Q^0(t) \ast G^{(0)}_{\theta}(t)],
\]

where \( \ast \) indicates a convolution with respect to time. Taking a Blackman pulse with unit amplitude and a duration of 0.1 s as the source signature, the acoustic pressure at the receiver will be as in Fig. 9.

In the case where we have a source with other, or more, components than the volume injection \( Q^0(t) \), their contribution is determined in the same manner as in the present section.
7 TRANSFORMATION BACK TO THE SPACE–TIME DOMAIN: FIRST-ORDER COMPONENTS

Now that we have demonstrated the general applicability of the modified Cagniard method for the inversion of the zeroth-order components, we will use the same method for the inversion of the first-order components. Again the contour deformation will not influence the validity of our solution. Compared to the zeroth-order case there are two additional complications. To begin with, we have to perform an integration with respect to depth, since the first-order components are a continuous summation of partial reflections. These partial reflections, being dependent upon the reflection level, must first be transformed back to the space–time domain. This means that the inversion process becomes dependent upon depth too. Another complication is the possibility that the leftmost branch point is also a pole of the inhomogeneity function. Although Chapman (1974a, 1976) has also applied a version of the Cagniard method to transform the first-order components of a Neumann series solution back to the space–time domain, our approach differs significantly, mainly because of the continuous parameter profiles of general shape assumed.

We avoid the repetition of similar equations for all possible first-order components by explaining the inversion procedure for a first-order pressure wave, generated by continuous reflection of a downgoing zeroth-order wave. This type of reflection is of major importance, e.g., in seismic prospecting. The corresponding configuration is shown in Fig. 10. Using the same notation as in the previous section, the pressure wave will be indicated by \( p^{(1)} \).

7.1 Introduction of first-order Green’s functions

Upon applying the inverse Fourier transformation (6) to equation (42), we obtain \( p^{(1)} \). To show the explicit dependence of the source signatures, we use Green’s functions and write

\[
\hat{p}^{(1)} = s^{2} \hat{F}_{s}^{1}(s) \hat{G}_{h}^{(1)} + s^{2} \hat{F}_{s}^{2}(s) \hat{G}_{h}^{(1)} + s^{2} \hat{F}_{x}^{3}(s) \hat{G}_{h}^{(1)} + s^{2} \hat{G}_{q}^{1}(s) \hat{G}_{h}^{(1)}.
\]

The inversion procedure is the same for each first-order Green’s function. We assume for brevity that the source is of the volume injection type only, and we will explain the inverse transformation process using the corresponding Green’s function

\[
\hat{G}_{q}^{(1)} = \frac{-1}{8\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \chi(x) \Pi_{\exp}[-s \theta(\alpha_{1}, \alpha_{2}, x_{3})] \, d\alpha_{1} \, d\alpha_{2} \, dx_{3},
\]

with

\[
\theta(\alpha_{1}, \alpha_{2}, x_{3}) = i\alpha_{1}x_{1} + i\alpha_{2}x_{2} + \int_{L(x_{3})} \gamma \, d\xi.
\]

Here, \( L(x_{3}) \) indicates the total vertical path from the source to the receiver; the integral over this path should be interpreted as

\[
\int_{L(x_{3})} \cdots d\xi = \int_{x_{3}}^{x_{3}} \cdots d\xi + \int_{x_{3}}^{x_{3}} \cdots d\xi.
\]

The inhomogeneity function \( \chi(x_{3}) \) is explicitly given by

\[
\chi(x_{3}) = \frac{\partial_{c}c(x_{3})}{2c^{3}(x_{3})\gamma^{2}(c_{3})} - \frac{\partial_{p}p(x_{3})}{2p(x_{3})}.
\]

7.2 Transformation of the variables \( \alpha_{1} \) and \( \alpha_{2} \) into \( p \) and \( q \)

First the variables \( \alpha_{1} \) and \( \alpha_{2} \), due to the occurrence of a 2-D Fourier transformation, will be transformed into \( p \) and \( q \), according to equations (51) and (52). Now \( \theta \) follows from the cylindrical coordinates of the receiver with respect to the source,
which are measured via the reflection level \( x_3 \),

\[
r = \sqrt{(x_1^R)^2 + (x_2^R)^2}, \quad \theta = \arctan \left( \frac{x_2^R}{x_1^R} \right), \quad z = (x_2 - x_2^R) + (x_3 - x_3^R).
\]

(71)

The variable \( r \) is the horizontal offset of the receiver, \( z \) is the length of the total vertical path \( L(x, z) \). The equivalent of (67) is found by keeping \( p \) imaginary and \( q \) real, and is

\[
\tilde{G}^{(1)}_{\tilde{\gamma}} = \frac{i}{8\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{F}(\tilde{x}_3) \Pi \exp \left[ -s \left( \frac{1}{L(x_3)} \right) \right] dp \, dq \, dx_3.
\]

(72)

In view of analytic continuation into the complex \( p \)-plane, we define \( \Re (\gamma) \approx \infty \) in order to keep \( \gamma \) single valued. Branch points of the integrand in (72) are due to \( \gamma(x_3^R) \) and \( \gamma(x_3^L) \) in the denominator and to the integral of \( \gamma(\xi) \) over \( L(x_3) \) in the argument of the exponential function. The branch points of the latter integral are \( p^L = [e^{-2}(x_3^R) + q^2]^{1/2} \), \( p^R = [e^{-2}(x_3^L) + q^2]^{1/2} \), \( p^X = [e^{-2}(x_3^R) + q^2]^{1/2} \), and the points \( p^j = [e^{-2}(x_j^R) + q^2]^{1/2} \), with \( x_j \) on \( L(x_3) \) \( (j = 1, \ldots, n) \) forming the endpoints of the intervals where \( \gamma = [e^{-2}(\xi) - (p^j)^2 + q^2]^{1/2} \) can be analytically continued into the complex \( \xi \)-plane. All branch points will be provided with branch cuts along the positive and negative real \( p \)-axis, respectively, from the relevant branch point to infinity. Contrary to the zeroth-order case, one pair of branch points also forms the poles of the inhomogeneity function. A clear distinction is to be made between two possible situations. The first occurs when the maximum wavespeed \( c_{\text{max}} \) on \( L(x_3) \) is found somewhere above the reflection level \( x_3 \), so \( c(x_3) < c_{\text{max}} \). In this case one branch point that are not poles of the inhomogeneity function lie closest to the origin, see Fig. 11(a) and (b). In the second situation the maximum wavespeed is found at the reflection level, so \( c(x_3) = c_{\text{max}} \). It is clear that this can only happen if the wavespeed profile has a non-negative first derivative here. In this case two branch points that are poles of the inhomogeneity function lie closest to the origin, see Fig. 11(c) and (d). In view of the application of Jordan’s lemma, the deformation is only allowed to take place in the right half of the \( p \)-plane.

7.3 The modified Cagniard path

The path of integration is deformed into the modified Cagniard path defined by

\[
\tau = pr + \int_{L(x_3)} \gamma(\xi) \, d\xi.
\]

(73)
where \( r \) is always kept real. According to Appendix A, the sign of the quantity

\[
\tilde{z}_\tau |_{p_0} = r - p_0 \int_{L(x)} \{ c^{-2}(\zeta) - p_0^{-2} + q^2 \}^{-1/2} \, d\zeta
\]  

(74)

indicates the type of modified Cagniard contour. Here, \( p_1 = p_1(q, x_3) = (c_{\max}^2 + q^2)^{1/2} \), with \( c_{\max} = \max_{c \in L(x)} \{ c(\zeta) \} \), indicates the leftmost branch point. If \( \tilde{z}_\tau |_{p_0} < 0 \), the complex part of the contour crosses the real \( p \)-axis vertically at a point \( p_0 \) to the left of \( p_0 \), so there is no interference with the branch cuts. If \( \tilde{z}_\tau |_{p_0} > 0 \), a case which is impossible for piecewise homogeneous configurations, the complex part of the contour meets the real axis horizontally in \( p_0 = p_1 \), which is either a normal branch point or a pole of the inhomogeneity function. In Appendix B the shape of the modified Cagniard contour is related to the shape of the generalized ray associated with the point \( p_0 \). Here \( \tilde{z}_\tau |_{p_0} \), if greater than zero, is the length of the sum of both horizontal parts of a ray; if \( \tilde{z}_\tau |_{p_0} < 0 \) the ray does nowhere have a horizontal trajectory. The ray paths associated with first-order waves never extend beyond the vertical interval \([x_3^0; x_3^\infty] \cup [x_3^0; x_3^3] \).

In the same way as in the previous section we can show that the integration along the imaginary \( p \)-axis can be replaced by an integration along the modified Cagniard contour. As we can see in Fig. 11(a) and (c), if \( \tilde{z}_\tau |_{p_0} < 0 \), no special precautions have to be taken. But if \( \tilde{z}_\tau |_{p_0} > 0 \) the modified Cagniard contour must be supplemented by a small circle with radius \( \delta > 0 \) in order to go around the singularity. If in this case \( c(x_3) < c_{\max} \), as in Fig. 11(b), in the limit \( \delta \to 0 \) this circle gives a vanishing contribution to the total integral. However, if \( c(x_3) = c_{\max} \) we arrive at the situation of Fig. 11(d), where this circle gives a non-zero contribution to the total integral in the limit \( \delta \to 0 \). From now on the various situations will be referred to by the corresponding letter shown in Fig. 11. The contour is symmetrical with respect to the real \( p \)-axis and the integrand satisfies Schwarz' reflection principle; further the integrand is symmetrical with respect to \( q \). Hence, we can rewrite equation (72) as

\[
\mathcal{E}_{q}^{(1)} = \begin{cases} 
-\frac{1}{2\pi^2} \int_{x_3^0} \int_{x_3^\infty} f_{m} \left[ \int_{-\infty}^{\infty} \tilde{\chi}(x_3) \tilde{\Pi} \exp(-st) \, dp \right] \, dq \, dx_3, & \text{cases (a), (b), (c), (d).} \\
-\frac{1}{2\pi^2} \int_{x_3^0} \int_{x_3^\infty} f_{m} \left[ \int_{-\infty}^{\infty} \tilde{\chi}(x_3) \tilde{\Pi} \exp(-st) \, dp \right] \, dq \, dx_3 + \frac{1}{2\pi} \int_{x_3^0} \int_{x_3^\infty} \text{Res}_{p=p_1} \{ \tilde{\chi}(x_3) \tilde{\Pi} \exp(-st) \} \, dq \, dx_3, & \text{case (d).}
\end{cases}
\]  

(75)

7.4 Replacing the variable of integration \( p \) by \( \tau \)

The integration over the complex contour is replaced by an integration over the real parameter \( \tau \). The lowest value of \( \tau \) is found in the point \( p_0 \) and is denoted by \( T(q, x_3) \), which equals

\[
T(q, x_3) = p_0^\tau + \int_{L(x)} \{ c^{-2}(\zeta) - p_0^{-2} + q^2 \}^{1/2} \, d\zeta.
\]  

(76)

For the contours in Fig. 11(a) and (c), we have \( p_0 < p_1 \) and \( p_0 \) must be found numerically. The contours in Fig. 11(b) and (d) show up if the horizontal offset \( r \) is large enough and the gradient of the wave speed profile is not zero at the point where \( c(x_3) = c_{\max} \). If these requirements are met, we have for \( 0 < q < Q_{\text{end}(x_3)} \) the condition \( \tilde{z}_\tau |_{p_1} > 0 \), resulting in \( p_0 = p_1 \), while \( T(q, x_3) \) follows from the equation

\[
T(q, x_3) = (c_{\max}^{-2} + q^2)^{1/2} \tau + \int_{L(x)} \{ c^{-2}(\zeta) - c_{\max}^{-2} \}^{1/2} \, d\zeta.
\]  

(77)

Graphs equivalent to Fig. 6 can now be made for every value of \( x_3 \). The quantity \( T(0, x_3) \) is also denoted as \( T_{\text{end}}(x_3) \) because it represents the arrival time of the wave reflected at the vertical level \( x_3 \). If both conditions \( q \leq Q_{\text{end}(x_3)} \) and \( c(x_3) = c_{\max} \) are met, we have case (d) and we must add the term due to the residue of the branch point that also forms the pole of the inhomogeneity function. In view of later manipulations it will be more convenient to replace the first condition by \( T_{\text{end}}(x_3) \leq \tau \leq T_{\text{end}}(x_3) \). As a consequence, unlike the zeroth-order case, we have to determine \( T_{\text{end}}(x_3) \). Because this quantity is connected with the contour that forms the limit between the two types, it can be found by combining the equations

\[
p_0 = p_1 = (c_{\max}^{-2} + q^2)^{1/2},
\]  

(78)

\[
r - p_0 \int_{L(x)} \{ c^{-2}(\zeta) - p_0^{-2} + q^2 \}^{-1/2} \, d\zeta = 0,
\]  

(79)

\[
T_{\text{end}}(x_3) = p_0 \tau + \int_{L(x)} \{ c^{-2}(\zeta) - p_0^{-2} + q^2 \}^{1/2} \, d\zeta.
\]  

(80)

After some simple manipulations we find

\[
T_{\text{end}}(x_3) = \tau \left[ \int_{L(x)} \{ c^{-2}(\zeta) - c_{\max}^{-2} \}^{-1/2} \, d\zeta \right]^{-1} + \int_{L(x)} \{ c^{-2}(\zeta) - c_{\max}^{-2} \}^{1/2} \, d\zeta.
\]  

(81)
Note that the quantities $T_{\text{arr}}$ and $T_{\text{end}}$ are dependent on the vertical reflection level $x_3$, but independent of $q$. Equation (81) has no meaning if $T_{\text{end}}(x_3) < T_{\text{arr}}(x_3)$.

In the residual part of equation (75) we can restrict the interval of the $q$-integration to $[0; Q_{\text{end}}(x_3)]$ since outside this interval the contour does not meet the leftmost singularity and the residue will always be zero. Within this interval, the residue is not equal to zero if $c(x_3) = c_{\text{max}}$. Defining the function

$$S(x_3) = \begin{cases} 0 & \text{if } c(x_3) < c_{\text{max}}, \\ 1 & \text{if } c(x_3) = c_{\text{max}}, \end{cases}$$

(82)

the residue is found to be

$$\text{Res}_p(\cdots) = \frac{S(x_3)}{4c_{\text{max}}^2(c_{\text{max}}^2 + q^2)^{3/4}[c^{-2}(x_3^2) - c_{\text{max}}^{-2}]^{1/4}[c^{-2}(x_3^2) - c_{\text{max}}^{-2}]^{-1/4}} \left[ -sT(q, x_3) \right]$$

$$= R(q, x_3) \exp \left[ -\frac{sT(q, x_3)}{2} \right].$$

(83)

In the non-residual and residual parts of (75) we let integrations over $t$ replace the integrations over $p$ and $q$, respectively, resulting in

$$\hat{G}_q^{(1)} = -\frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(x_3) R_{\text{arr}}(x_3) Q(T, x_3) \exp (-sT) \partial_\tau Q(t, x_3) dt \, dx_3$$

$$+ \frac{1}{2\pi} \int_{-\infty}^{\infty} S(x_3) R_{\text{end}}(x_3) Q(T, x_3) \exp (-sT) \partial_\tau Q(t, x_3) dt \, dx_3.$$  

(84)

Here $q = Q(T, x_3)$ is the inverse of $t = T(q, x_3)$ with respect to the first argument. Just like the previous section there is no need to use the formal limiting process when evaluating the integrals with respect to $q$ around $q = Q_{\text{arr}}(x_3)$.

### 7.5 Reversing the order of integration and construction of the space–time domain Green’s function

We will cast the different parts of equation (84) into a form from which the space–time domain Green’s function can be recognized. First we reverse the order of integration in the first term of $\hat{G}_q^{(1)}$. This leads to

$$\hat{G}_q^{(1)} = -\frac{1}{2\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S(x_3) R_{\text{arr}}(x_3) Q(T, x_3) \exp (-sT) \partial_\tau Q(t, x_3) dt \, dx_3$$

$$+ \frac{1}{2\pi} \int_{-\infty}^{\infty} S(x_3) R_{\text{end}}(x_3) Q(T, x_3) \exp (-sT) \partial_\tau Q(t, x_3) dt \, dx_3.$$  

(85)

The space–time domain Green’s function $G_q^{(1)}$ can now be recognized as

$$G_q^{(1)} = -\frac{1}{2\pi^2} \int_{-\infty}^{\infty} H[t - T_{\text{arr}}(x_3)] \int_{-\infty}^{\infty} S(x_3) R_{\text{arr}}(x_3) Q(T, x_3) \exp (-sT) \partial_\tau Q(t, x_3) dt \, dx_3$$

$$+ \frac{1}{2\pi} \int_{-\infty}^{\infty} S(x_3) H[t - T_{\text{end}}(x_3)] R_{\text{end}}(x_3) Q(T, x_3) \exp (-sT) \partial_\tau Q(t, x_3) dt \, dx_3.$$  

(86)

The numerical evaluation of the integrals with respect to $q$ in equation (86) will in general be simplified by some suitable substitution, e.g., $q = Q(t, x_3) \sin \theta$. Numerical experiments have been performed using the configuration of Fig. 10 with specific parameter profiles as presented in Fig. 7. In Fig. 12 we have plotted the functions $T_{\text{arr}}(x_3)$ and $T_{\text{end}}(x_3)$ versus $x_3$. In a numerical implementation of (86) these functions are used to determine the vertical intervals in which cases (b) or (d) can show up. The Green’s function $G_q^{(1)}$ has been shown in Fig. 13 for various values of the horizontal offset $r$. The sharp peak in Green’s function for $r = 5000$ has a logarithmic nature and can be associated with a caustic in ray theory. Although the parameter profiles are simple linear functions, almost all features of our method must be used. Only the situation that can give rise to a higher order zero in $\hat{g}$, namely $\partial_\tau c(x_3) = 0$ at $c(x_3) = c_{\text{max}}$, has not been covered, but we can prove that the method does not break down at such points.

### 7.6 Convolution with the source signature

Using equation (66) and the theory of the Laplace transformation, we find that the space–time domain acoustic pressure $p^{(1)}$ due to a source of volume injection becomes

$$p^{(1)} = \hat{\sigma}_{\text{arr}}[Q^5(t) * \, G_q^{(1)}(t)].$$

(87)

Using a Blackman pulse with unit amplitude and a duration of 0.1 s as the source signature, the acoustic pressure at the
Figure 12. The functions $T_{sw}(x_3)$ and $T_{sd}(x_3)$.

Figure 13. The Green's function $G^{(1)}_{q}$ in our specific configuration for various values of the horizontal offset $r$.

Figure 14. The pressure $p^{(1)}_{x}$ for various values of the horizontal offset $r$.

receiver will be as shown in Fig. 14. An analogous version of the method presented in this section can be used when we have a source with other, or more, components than the volume injection $Q^{x}(t)$. In principle, the inversion of higher order terms is conducted along the same lines as in this section. However, the numerical evaluation of higher order components will involve an increasing amount of effort. This problem can be partly circumvented by applying an approximate version of our method for these higher order components. The problems related to multiple poles of the inhomogeneity function can be treated by an alternative approach, which is explained in Appendix D.

8 CONCLUSIONS

We have presented a method which in principle gives an exact solution of the wave propagation problem in a horizontally, continuously layered configuration with arbitrary parameter profiles. Using a Laplace transformation with respect to the time coordinate, causality can be ensured throughout the derivation. After applying a 2-D Fourier transformation with respect to the horizontal coordinates, we have solved the resulting transform-domain differential equation using a Neumann series or WKBJ iterative solution. Physically, each term in the solution consists of a continuous summation of contributions that have undergone a specific number of partial reflections. Owing to the use of the Laplace transformation, both the transform-domain solution and the resulting space–time domain solution are convergent iterative solutions for any configuration. Using the modified Cagniard method for the transformation back to the space–time domain, this convergence has been preserved. We
have seen that this relies on Cauchy’s theorem, according to which we may deform an integration path as a part of the inverse transformation process and still obtain the same result as before the deformation, provided we have taken care to prevent the deformed path to pass any singularities. As a result, first-order and higher order zeroes of the propagation coefficient, which cannot be present along the original paths of integration, can be dealt with. Moreover, the points where the propagation coefficient has a higher order zero are not reached by the deformed contour anyway. The inverse transformation method has been demonstrated by deriving closed-form, space–time domain expressions for components of the first two terms of the WKBJ iterative solution. Attention has been paid to make the method mathematically straightforward. The modified Cagniard contour is in general to be determined numerically, for which an input routine that describes the parameter profiles by piecewise analytical functions is needed. Numerical results for two canonical configurations have been included.

During the derivation of the theory we have come across some important points. The most important of these is the convergence of the solution in any continuously layered configuration, making the method generally applicable. Connected to the modified Cagniard method is the fact that, unlike other methods, the intermediate quantities are related with a real time variable, so in this respect they are physical. Further we have investigated the (generalized) ray paths that are associated with the wavefronts of the components. With the present method a turning ray is considered as a special case of a reflected ray. As a result, the rays belonging to the first term of the series show no turning point, but turning rays can occur for higher order terms. Besides turning rays which are only horizontal at a single point, we also have observed rays which travel horizontally over non-zero distances. From Appendices A and B it follows that there are no rays which have a horizontal part, not even at one single point, on a vertical level where the wave speed profile has a zero first derivative. It has not been necessary to introduce the notion of tunneling in our theory. Although in certain aspects our rays differ from those more commonly encountered in literature, we note that our rays are associated with a real, i.e., physical, time parameter.
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APPENDIX A: PROPERTIES OF THE MODIFIED CAGNIARD PATHS FOR CONTINUOUSLY LAYERED MEDIA

The modified Cagniard contour consists of the points in the complex p-plane for which

$$
\tau = pr + \int_{L_p} \gamma(t) \, dt,
$$

(88)
yields a real value. In this equation $p$ is the horizontal slowness, $r$ is the horizontal offset and $\gamma(x) = [c^{-2}(x) - p^2 + q^2]^{1/2}$ is the propagation coefficient or vertical slowness. We use $L$ to indicate the total vertical integration path. The branch points $p' = [c^{-2}(x) + q^2]^{1/2}$ of the integral in equation (88) can be arranged in two groups. The first group contains branch points in which $x$ equals $x_3$ and $x_4$ and the points of reflection $x_1, x_2, \ldots, x_{\infty}$. The branch points of the second group are due to $x_1, x_2, \ldots, x_{\infty}$ on $L$ that form the endpoints of the intervals where $\gamma(x) = [c^{-2}(x) - (p')^2 + q^2]^{1/2}$ can be analytically continued into the complex $\zeta$-plane. [Note that it is a consequence of Cauchy's theorem that only these endpoints determine the result of the integral in (88).] Although in the left half of the $p$ plane there are trajectories that satisfy equation (88), we restrict our considerations to the right hand of the $p$-plane, because in view of Jordan's lemma in this region contour deformation will take place.

First, we define the quantity $p_1 = p_1(q) = (c_{\text{max}}^{-2} + q^2)^{1/2}$, with $c_{\text{max}} = \max_{x \in L} \{c(x)\}$, the leftmost branch point. Although the real axis between $p = 0$ and $p = p_1$ satisfies equation (88), in general the path of integration will be deformed into a modified Cagniard contour that consists of the complex values that satisfy equations (88). For large values of $\tau$ this complex path approaches asymptotically the straight lines

$$
p \sim \frac{\tau}{r - iz}
$$

as $\tau \to \infty$ in the first quadrant of the $p$-plane,

$$
p \sim \frac{\tau}{r + iz}
$$

as $\tau \to \infty$ in the fourth quadrant of the $p$-plane, where $z$ denotes the total length of the vertical path from source to receiver. Note that these asymptotes are independent of $q$. In continuous layered configurations the modified Cagniard contour can approach the real axis in two distinct ways. These depend upon the values of the quantity

$$
\partial_p \tau|_{p_1} = r - (c_{\text{max}}^{-2} + q^2)^{1/2} \int_L [c^{-2}(\xi) - c_{\text{max}}^{-2}]^{-1/2} \, d\xi.
$$

(91)

The first possibility, that is also encountered in (piecewise) homogeneous configurations, occurs if $\partial_p \tau|_{p_1} < 0$. Since $\partial_p \tau|_{p_1} = r > 0$ and $\partial_p \tau$ is continuously decreasing on the interval $[0; p_1]$ as the expression for $\partial_p \tau$ derived from (88) shows, there must be some point $p_0$, with $0 \leq p_0 < p_1$, for which $\partial_p \tau|_{p_0} = 0$. Travelling along the real axis, $\tau$ has a maximum value in this point, while travelling along the modified Cagniard contour $\tau$ has its minimum value. Thus the point $p_0$ is a saddle point in the complex $p$-plane, and the complex contour crosses the real axis perpendicularly. Fig. 5(a) shows an example of this type of modified Cagniard contour.

As opposed to the (piecewise) homogeneous case, we can for continuously layered configurations sometimes have $\partial_p \tau|_{p_1} > 0$. In this case, $\tau$ will monotonically increase along the real axis from $p = 0$ to $p = p_1$. For $p > p_1$, $\tau$ certainly becomes complex, so this part of the real axis will not be a candidate for the modified Cagniard contour. Moreover, $\lim_{p \to p_1} \partial_p \tau$ is real.
valued, and we conclude that now the complex contour meets the real $p$-axis tangentially in $p_l$. An example of this type of modified Cagniard contour is shown in Fig. 5(b).

Next we investigate how the contour type depends upon the configuration. We note that for every $\delta > 0$ it is possible to define vertical intervals $\varepsilon_l$ on which $|c(x_3) - c_{max}| < \delta$ and the wavespeed profile can be considered linear. On the remaining part of $L$ the quantity $[c^{-2}(x_3) + q^2]^{1/2}$ is bounded away from $p_l$, and the contribution of this part will be finite. Using some simple mathematics we can prove that the contribution of the intervals $\varepsilon_l$ to the integral in equation (91) is finite if $\partial_p c(x_3) \neq 0$ in $c_{max}$. As a result we can state that for continuously layered media it is possible to have $\partial_p r|_{p_l} > 0$, provided $r$ is large enough and the wavespeed profile does not have a zero first derivative at $c_{max}$.

If somewhere $\partial_p c(x_3) = 0$ in $c_{max}$, the linear interpolation function must be replaced by a quadratic function, and it can be shown that the contribution of the respective interval $\varepsilon_l$ to the integral in equation (91) is now infinite. Inversely we may conclude that if $\partial_p r|_{p_l} > 0$, the wavespeed profile will not have a stationary point at $c_{max}$, but $c_{max}$ is reached either on a vertical level where the first derivative of the wavespeed profile is discontinuous, or at some boundary of the intervals $[x_3^1; x_3^2], [x_3^2; x_3^3], \ldots, [x_3^q; x_3^p]$.

Finally we note that a linear interpolation function is the most simple function that conserves the continuous character of the profile. Theoretically speaking a piecewise constant interpolation function is not satisfactory as the continuous character is lost and the possibility $\partial_p r|_{p_l} > 0$ is not encountered.

APPENDIX B: RAY SHAPES

As we have seen in Appendix A, the modified Cagniard contour meets the real $p$-axis in the point $p_0$. Here, $\tau$ has its minimum value on the contour, and is denoted by $T_{arr}$, which reflects the fact that at this time instant the first disturbance due to the observed wave phenomenon arrives at the receiver. Since the complete set of points up to where the first disturbance of a wave phenomenon has arrived is the wavefront, and rays are defined as lines connecting equivalent points on successive wavefronts, we can state that $T_{arr}$ is the time needed to go from the source to the receiver along a ray. In this appendix we investigate the relation between the behaviour of the modified Cagniard contour in $p_0$, and the shape of the corresponding ray.

In Fig. 15(a) we see a ray in a continuously layered medium (without loss of generality in this appendix we take $x_2 = 0$ and $q = 0$). Along any ray segment $\delta \tau$ we have a horizontal slowness $p_3$ and a vertical slowness $p_3$. Because the medium is isotropic, the vertical slowness is related to the horizontal slowness by $p_3 = [c^{-2}(x_3) - p_3^2]^{1/2}$.

As a result, the total time needed to travel from $A$ to $B$ along the ray equals $T_{arr} = \int_0^x p_3 \, dx_3 + \int_L \left[ c^{-2}(x_3) - p_3^2 \right]^{1/2} \, dx_3$, where $L$ is the total vertical path; here it equals $[x_3^1; x_3^p]$. Note that integration over one coordinate does not mean that the other coordinate can be chosen arbitrarily, as both coordinates are coupled via the ray path.

Next we turn our attention to the modified Cagniard contour, which in any case yields $T_{arr} = p_0 \tau + \int_L \left[ c^{-2}(x_3) - p_0^2 \right]^{1/2} d\tau$.

Indepedently of $r$ and $L$, equations (93) and (94) must yield equal results. As a consequence, we find the identity $p_3 = p_0$.

![Figure 15](image.png)  
(a) Ray in a continuously layered configuration; (b) wavespeed profile of the medium.
which is constant for a given ray. Moreover, looking at Fig. 15 we can easily see that

\[ \frac{\sin \theta(x_3)}{c(x_3)} = p_1, \]  

and since \( p_1 = p_0 \) = constant for each ray this yields Snell’s law. 

From Appendix A we know that for \( \partial_3 \tau[p_1] < 0 \) the point \( p_0 \) is situated to the left of the point \( p_1 = 1/c_{\text{max}} \), with \( c_{\text{max}} = \max_{x_3 \in L} \{ c(x_3) \} \). In this case Snell’s law shows that \( \theta(x_3) < \pi/2 \), so the associated ray will nowhere have a horizontal trajectory. However, if \( \partial_3 \tau[p_1] > 0 \), we have \( p_0 = p_1 = 1/c_{\text{max}} \), and \( \theta(x_3) \) can have a horizontal part, see Fig. 16. Thus we can state that the type of Cagniard contour indicates whether the associated ray has a horizontal part or not.

The time needed to travel from A to B along the ray in Fig. 16 equals

\[ T_{\text{arr}} = \int_{L} p_3 \, dx_3 + \int_{0}^{p_1} p_1 \, dx_1 = \int_{L} \left( \left[ c^{-2}(x_3) - p_1^2 \right]^{1/2} + p_1 \tan \theta(x_3) \right) \, dx_3 + h p_1, \]  

where \( h \) is the horizontal path length of the ray. Differentiation of equation (96) with respect to \( p \) yields

\[ \partial_3 \tau[p_1] = \int_{L} \left( -p_1 \left[ c^{-2}(x_3) - p_1^2 \right]^{-1/2} + \tan \theta(x_3) \right) \, dx_3 + h = h, \]  

so at this stage we can summarize that the quantity \( \partial_3 \tau[p_1] \), if greater than zero, indicates the length of the horizontal part of a ray, whereas a negative value means that the ray does nowhere have a horizontal trajectory.

The modified Cagniard contour associated with a ray that does not travel horizontally anywhere, has \( \partial_3 \tau = 0 \) in \( p_0 \), the point where \( \tau \) equals \( T_{\text{arr}} \). So this ray forms a path from the source to the receiver for which the traveltime is stationary, according to the present-day version of Fermat’s principle. However, for the modified Cagniard contour related to a ray with a horizontal part we find \( \partial_3 \tau > 0 \) in \( p_0 = p_1 \). The value \( T_{\text{arr}} \) in this point is not a stationary value of \( \tau \), although it reaches its minimum value. It is an interesting fact that in this respect the rays with a horizontal part still satisfy the original version of Fermat’s principle (rays are the paths with the least traveltime), but not the present-day version.

Although we have restricted our investigation to a simple ray belonging to a zeroth-order wave component, the same discussion can be held for rays with one or more reflection points. We can think of these rays as if they were composed of parts like those already treated. If reflection takes place at the vertical levels \( x_3, x_3', \ldots, x_3^{(n)} \), the total vertical path \( L \) consists of the union of the intervals \( [x_3^{(i)}; x_3^{(i+1)}], [x_3^{(i+1)}; x_3^{(i+2)}], \ldots, [x_3^{(n-1)}; x_3^{(n)}] \), while \( \partial_3 \tau[p_1] \) indicates the total length of a number of horizontal parts of the ray.

APPENDIX C: EQUATIONS FOR ISOTROPIC, ELASTIC MEDIA

The method presented in this paper can also be used in the case of wave propagation in continuously layered elastic media. Here we will show the changes that are necessary with respect to the acoustical case, and we will see that neither of these prohibits the application of our method. In this appendix we use the notation of Van der Hulden (1987). To start with, the space–time domain linearized elastic equations are

\[ \partial_t \tau_{ij} - p_0(x_3) \partial_t v_i = -f_i, \]  
\[ \frac{1}{2} (\partial_i v_j + \partial_j v_i) - s_{ijp}(x_3) \partial_t \tau_{pq} = h_{ij}, \]  

where \( \tau_{ij} \) is the stress, \( v_i \) is the particle wavespeed, \( f_i \) is the volume density of volume force and \( h_{ij} \) is the volume density of strain rate. Although it has not been indicated explicitly, the action of a moment tensor \( M_{ij} \) (Backus & Mulcahy 1976) can be incorporated in the source by adding a term \( \partial_t M_{ij} \) to the right-hand side of equation (98). We assume the presence of a
point-source for which, without loss of generality,

\( (f(x_3, t), h_3(x_3, t)) = (F^s_{(1)}, H^s_{(3)}(t)) \delta(x_1, x_2, x_3 - x_3^s). \)  \( \tag{100} \)

The medium properties are described by the tensors of the volume density of mass

\( \rho_0(x_3) = \rho(x_3) \delta_{ij}, \)  \( \tag{101} \)

and the compliance

\[
\begin{align*}
\varepsilon_{ij}^m(x_3) = \frac{-\lambda(x_3)}{2\mu(x_3)}(\delta_{ij} \delta_{kl} + \frac{1}{4\mu(x_3)}(\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})).
\end{align*}
\]  \( \tag{102} \)

In these equations, \( \lambda(x_3) \) and \( \mu(x_3) \) are the Lamé coefficients of the elastic medium (Achenbach 1973), \( \rho(x_3) \) is the volume density of mass, while \( \delta_{ij} \) denotes the Kronecker tensor. Application of the Laplace transformation with respect to time and the 2-D Fourier transformation with respect to the horizontal coordinates brings us to the transform domain. We eliminate the stress components \( \hat{\xi}_{11} \) and \( \hat{\xi}_{12} \), and define the elastic state vector by

\[
\begin{pmatrix}
\hat{\xi}_1 \\
\hat{\xi}_2 \\
\hat{\xi}_3 \\
-\hat{\xi}_{13} \\
-\hat{\xi}_{23} \\
-\hat{\xi}_{33}
\end{pmatrix}.
\]  \( \tag{103} \)

The differential equation for the elastic state vector is found to be

\[
\partial_t \hat{\xi}_j = +sA_{ij}(x_3)\hat{\xi}_j = \hat{\xi}_i,
\]  \( \tag{104} \)

where upper case Latin subscripts range from 1 to 6. The system matrix is found to be

\[
A_{ij} = \begin{pmatrix}
0 & 0 & -i\alpha_1 & \frac{1}{\mu} & 0 & 0 \\
0 & 0 & -i\alpha_2 & 0 & \frac{1}{\mu} & 0 \\
-i\xi\alpha_1 & -i\xi\alpha_2 & 0 & 0 & 0 & \frac{1}{\lambda + 2\mu} \\
\rho + \beta\xi^2 + \mu\alpha_n\alpha_n & \beta\alpha_1\alpha_2 & 0 & 0 & 0 & -i\xi\alpha_1 \\
\beta\alpha_1\alpha_2 & \rho + \beta\xi^2 + \mu\alpha_n\alpha_n & 0 & 0 & 0 & -i\xi\alpha_2 \\
0 & 0 & \rho - i\alpha_1 & -i\alpha_2 & 0 & 0
\end{pmatrix}.
\]  \( \tag{105} \)

where we have used \( \xi = \lambda/(\lambda + 2\mu) \) and \( \beta = \mu(3\lambda + 2\mu)/(\lambda + 2\mu) \). For brevity the explicit dependence upon \( x_3 \) has been omitted and the subscript notation has been applied, where the lower case Greek symbol \( \eta \) is to be assigned the values 1 and 2. The source strength vector becomes

\[
\hat{\xi}_f = \delta(x_3 - x_3^s)
\begin{pmatrix}
\hat{R}_{31}^s + \hat{R}_{13}^s \\
\hat{R}_{32}^s + \hat{R}_{23}^s \\
\xi\hat{R}_{\eta\eta}^s + \hat{R}_{33}^s \\
\hat{F}_1 + 2i\xi\mu\hat{R}_{\eta\eta}^s\alpha_1 + i\mu(\hat{R}_{11}^s + \hat{R}_{11}^s)\alpha_n \\
\hat{F}_2 + 2i\xi\mu\hat{R}_{\eta\eta}^s\alpha_2 + i\mu(\hat{R}_{22}^s + \hat{R}_{22}^s)\alpha_n \\
\hat{F}_3
\end{pmatrix}.
\]  \( \tag{106} \)

Next we decompose \( A_{ij} \) into the product \( N_{ik}A_{kl}N_{lj}^{-1} \), where \( A_{kl} \) is a diagonal matrix with the eigenvalues of \( A_{ij} \), while \( N_{ik} \) is the composition matrix and \( N_{lj}^{-1} \) is the decomposition matrix. The columns of the composition matrix are the transposed
eigenvectors of $A_{ij}$, each multiplied by a normalization factor $\epsilon_i$, i.e.,

$$
N_{kl} = \begin{pmatrix}
  i\alpha_1\epsilon_1 & i\alpha_1\gamma^s\epsilon_2 & -i\alpha_2\epsilon_3 & i\alpha_1\gamma^p\epsilon_4 & -i\alpha_1\gamma^p\epsilon_5 & -i\alpha_2\epsilon_6 \\
i\alpha_2\epsilon_1 & i\alpha_2\gamma^s\epsilon_2 & i\alpha_1\epsilon_3 & i\alpha_2\gamma^p\epsilon_4 & -i\alpha_1\gamma^p\epsilon_5 & i\alpha_1\epsilon_6 \\
-\gamma^p\epsilon_1 & -\alpha_n\alpha_n\epsilon_2 & 0 & \gamma^p\epsilon_4 & -\alpha_n\alpha_n\epsilon_5 & 0 \\
-2i\mu\gamma^s\epsilon_1 & -2i\mu\alpha_n\alpha_n\epsilon_2 & i\mu\alpha_2\gamma^p\epsilon_3 & 2i\mu\gamma^s\epsilon_4 & -2i\mu\alpha_1\alpha_n\epsilon_5 & -i\mu\alpha_2\gamma^p\epsilon_6 \\
-2i\mu\gamma^p\epsilon_1 & -2i\mu\alpha_n\alpha_n\epsilon_2 & -i\mu\alpha_1\gamma^s\epsilon_3 & 2i\mu\gamma^p\epsilon_4 & -2i\mu\alpha_2\alpha_n\epsilon_5 & -i\mu\alpha_1\gamma^s\epsilon_6 \\
2\mu\alpha_2\epsilon_3 & 2\mu\alpha_n\alpha_n\gamma^s\epsilon_2 & 0 & 2\mu\alpha_4\epsilon_4 & -2\mu\alpha_2\alpha_n\gamma^s\epsilon_5 & 0 \\
\end{pmatrix},
\tag{107}
$$

where the quantity $\sigma$ is given by

$$
\sigma = \sqrt{\frac{(\gamma^s)^2}{\alpha_n\alpha_n} - \gamma^s\alpha_n\alpha_n}.
\tag{108}
$$

The superscripts $P$ and $S$ are used to indicate that the quantity is related to $P$- or compressional waves with wavespeed $c^p = (\sqrt{\lambda + 2\mu}/\rho)^{1/2}$ and $S$- or shear waves with wavespeed $c^s = (\mu/\rho)^{1/2}$, respectively. Upon substituting $\hat{b}_f = N_{ij}\hat{w}_j$ in (104), we obtain the system of differential equations for the wave vector $\hat{w}_f$. When we use the normalization

$$
\epsilon_1 = \frac{-ic^s}{(2\mu)^{1/2}}, \quad \epsilon_2 = \frac{c^s}{(2\mu\alpha_n\alpha_n)^{1/2}}, \quad \epsilon_3 = \frac{1}{(2\mu\alpha_n\alpha_n)^{1/2}}, \\
\epsilon_4 = \frac{c^s}{(2\mu)^{1/2}}, \quad \epsilon_5 = \frac{-ic^s}{(2\mu\alpha_n\alpha_n)^{1/2}}, \quad \epsilon_6 = \frac{-i}{(2\mu\alpha_n\alpha_n)^{1/2}},
\tag{109}
$$

the total system can be decoupled into two smaller systems.

The first (sub)system involves the wave vector components $\hat{v}_3$ and $\hat{v}_6$ and describes the propagation of the $SH$- or horizontal shear waves. The eigenvalue matrix is then

$$
A_{kl} = \begin{pmatrix}
  -\gamma^s & 0 \\
  0 & \gamma^s
\end{pmatrix},
\tag{110}
$$

and the coupling matrix is found to be

$$
A_{ik}^{SH} = \begin{pmatrix}
  0 & -i\chi^H \\
  i\chi^H & 0
\end{pmatrix},
\tag{111}
$$

with the inhomogeneity function

$$
\chi^H = \frac{1}{2} \left( \frac{\partial_3 \gamma^s}{\gamma^s} + \frac{\partial_3 \mu}{\mu} \right).
\tag{112}
$$

The $SH$ system of differential equations strongly resembles the acoustical system described in the main text.

The propagation of the $P$- and $SV$-waves, the compressional and vertical shear waves, is described by the other (sub)system of differential equations. The wave vector elements involved are $\hat{w}_1$, $\hat{w}_2$, $\hat{w}_4$ and $\hat{w}_5$. Here the eigenvalue matrix is

$$
A_{kl}^{PSV} = \begin{pmatrix}
  -\gamma^p & 0 & 0 & 0 \\
  0 & -\gamma^s & 0 & 0 \\
  0 & 0 & \frac{\gamma^p}{\gamma^s} & 0 \\
  0 & 0 & 0 & \gamma^s
\end{pmatrix},
\tag{113}
$$

The coupling matrix is more complex now and is given by

$$
A_{ik}^{PSV} = \begin{pmatrix}
  0 & -ix^T & -ix^p & -\chi^R \\
  ix^T & 0 & \chi^R & -ix^s \\
  ix^p & -\chi^R & 0 & -ix^T \\
  \chi^R & ix^s & ix^T & 0
\end{pmatrix},
\tag{114}
$$

where we have used the inhomogeneity functions

$$
\chi^T = \frac{(\alpha_n\alpha_n)^{1/2}}{(\gamma^s)^{1/2} \alpha_n} \left[ (c^s)^2 (\alpha_n \alpha_n - \gamma^s \rho) \frac{\partial_3 \mu}{\mu} + \frac{\partial_3 \rho}{2\rho} \right],
\tag{115}
$$

$$
\chi^R = \frac{(\alpha_n\alpha_n)^{1/2}}{(\gamma^s)^{1/2} \alpha_n} \left[ (c^s)^2 (\alpha_n \alpha_n + \gamma^s \rho) \frac{\partial_3 \mu}{\mu} + \frac{\partial_3 \rho}{2\rho} \right],
\tag{116}
$$
\[
\chi^o = \frac{1}{2} \left[ 4 (c^2)^2 \alpha_n \alpha_m \frac{\partial_x \mu}{\mu} \frac{\partial_y \nu^o}{\nu} + \frac{\partial_z \rho^o}{\rho} \right],
\]
(117)

\[
\chi^s = \frac{1}{2} \left[ -4 (c^2)^2 \alpha_n \alpha_m \frac{\partial_x \mu}{\mu} \frac{\partial_y \nu^s}{\nu} - \frac{\partial_z \rho^s}{\rho} \right].
\]
(118)

Now not only a coupling between the up- and downgoing parts of the P- and SV-waves takes place, but also between the P- and SV-waves. This means that, unlike the SH-waves, conversion between P- and SV-waves is possible. When this takes place, of course also the wavespeed and the propagation factor of vertical slowness change.

Having derived the systems of differential equations for the SH- and the P/SV-wave vector components, the remaining steps are straightforward. Both for the SH case and for the P/SV case the Neumann scheme or WKBJ iterative solution remains a valid tool for finding the transform-domain wave vector, although it is inevitable that the scheme becomes more elaborate in the latter case, due to the coupling between P- and SV-waves. Once the WKBJ iterative solution has been found, we can construct the total wave vector, and its components can be multiplied by the appropriate composition matrix \( N_m \) (at this stage singularities, introduced by the normalization, can be proved to have no effect). The resulting components can be transformed back to the space–time domain using the modified Cagniard method. Here the P–SV conversion can also cause some inconvenience by making both \( \gamma^s \) and \( \gamma^p \) play a role in the determination of the modified Cagniard contour, but this problem is not fundamental. Finally, we remark that not only the method of this paper turns out to be applicable to wave propagation in elastic media, but also the conclusions connected to this method remain valid in this case.

**APPENDIX D: ELIMINATION OF POLES FROM HIGHER ORDER WAVE COMPONENTS**

From equation (70) in Section 7 it can be inferred that the inhomogeneity function \( \psi(x, \xi) \) has a pair of poles that always coincide with two branch points in the complex \( \rho \)-plane, one of which is in the right half of this plane. Also we know that the modified Cagniard contour can reach the latter branch point, in which case we must make a detour around it. As a consequence, the residue of this branch point sometimes shows up in the modified Cagniard method. For higher order wave components, the number of poles introduced by the inhomogeneity function in the right half plane equals the order, while some or all of them can coalesce. Advancing along the lines of Section 7, the modified Cagniard method can also be used for the inversion of wave components of order two and higher.

However, the numerical evaluation of the resulting integrals can be difficult, especially when multiple poles are present. For this reason it can be attractive to derive an expression from which these poles of the inhomogeneity function have been eliminated, so the singularities in the complex \( \rho \)-plane are common branch points only. To illustrate how this is done, we take the general first-order transform-domain Green’s function \( \tilde{G}^{(1)} \) [compare equation (42), second term]:

\[
\tilde{G}^{(1)} = \int_M \Pi \chi(x, \xi) \exp \left[ -s \left( \int_{x_3}^{x_3'} + \int_{x_3}^{x_3''} \right) \gamma d\zeta \right] dx_3.
\]
(119)

When we look at the inhomogeneity function

\[
\chi(x, \xi) = \frac{\partial_3 Y(x, \xi)}{2Y(x, \xi)} = \frac{1}{2} \partial_3 \ln \gamma(x, \xi) - \frac{1}{2} \partial_3 \ln \rho(x, \xi) = \frac{-\partial_3 c(x, \xi)}{2c(x, \xi)^2 \gamma(x, \xi)} - \frac{\partial_3 \rho(x, \xi)}{2 \rho(x, \xi)},
\]
(120)

we see that although \( \tilde{G}^{(1)} \) consists of two terms, only one of them gives rise to a pole; it will therefore be called \( \tilde{G}^{(1)}_{\text{pole}} \). We are only interested in this term; it can be written as

\[
\tilde{G}^{(1)}_{\text{pole}} = \frac{1}{2} \int_M \partial_3 \ln \gamma(x, \xi) \exp \left[ -s \left( \int_{x_3}^{x_3'} + \int_{x_3}^{x_3''} \right) \gamma d\zeta \right] dx_3.
\]
(121)

Carrying out an integration by parts yields

\[
\tilde{G}^{(1)}_{\text{pole}} = \frac{1}{2} \Pi \ln \gamma(M) \exp \left[ -s \left( \int_{x_3}^{x_3'} + \int_{x_3}^{x_3''} \right) \gamma d\zeta \right] + s \int_M \Pi_\gamma(x, \xi) \ln \gamma(x, \xi) \ exp \left[ -s \left( \int_{x_3}^{x_3'} + \int_{x_3}^{x_3''} \right) \gamma d\zeta \right] dx_3,
\]
(122)

where the principal branch of the logarithmic function is understood. We have now obtained an expression with no poles of the inhomogeneity function incorporated. In an equivalent manner multiple poles in higher order wave components can be eliminated by repeated integration by parts. This means we no longer have to worry about the addition of an extra residual term, thus reducing the organizational overhead. However, the splitting of the Green’s function in several terms, some of them preceded by a positive power of the Laplace transform parameter \( s \), means that the last step of the modified Cagniard method, the convolution with the source signature, becomes more complicated.